Spatial resolution limits for the localization of noise sources using direct sound mapping
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A B S T R A C T
One of the main challenges arising from noise and vibration problems is how to identify
the areas of a device, machine or structure that produce significant acoustic excitation, i.e.
the localization of main noise sources. The direct visualization of sound, in particular
sound intensity, has extensively been used for many years to locate sound sources.
However, it is not yet well defined when two sources should be regarded as resolved by
means of direct sound mapping. This paper derives the limits of the direct representation
of sound pressure, particle velocity and sound intensity by exploring the relationship
between spatial resolution, noise level and geometry. The proposed expressions are
validated via simulations and experiments. It is shown that particle velocity mapping
yields better results for identifying closely spaced sound sources than sound pressure or
sound intensity, especially in the acoustic near-field.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Over the last decades there has been dramatic progress in the development of acoustic imaging techniques [1–3]. The
transformation of sound into something visual is considered key to understanding a wide variety of problems. Many
techniques and apparatus have been proposed over the years, most with a common goal: localize where sound originates.
Although noise can be the result of a complex chain of events, finding the areas of a machine or structure that create a
significant acoustic excitation is a good starting point for applying appropriate noise control measures.

A large number of methods have been developed for pressure microphone arrays [4]. Near-field acoustic holography [5],
acoustic beamforming [6] and various inverse methods [7] offer different approaches to localize, and ultimately quantify, the
sources of noise. However, pressure-based techniques often encounter difficulties adapting from controlled experiments to
industrial applications [8]. In many cases the presence of various critical factors such as source dimensions, room reverberation
or noise produced by surrounding machinery may increase estimation error, ultimately limiting the ability to
resolve the assessed sound sources accurately [9,10].

The direct visualization of sound, in particular sound intensity, has been used extensively since the 1980s to locate,
quantify and rank sound sources [4]. Ever since the introduction of sound intensity probes a series of standardized measure-
ment methods have been available for performing the in situ characterization of complex sound sources. Despite its
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simplicity, the direct representation of sound intensity has proven very useful for a wide range of practical cases. Although there is an extensive amount of literature that covers the foundations of sound intensity for noise quantification [11,12], a detailed description of the spatial resolution limit for direct sound intensity mapping is still not yet defined.

In recent years, the introduction of new mapping techniques which enable the rapid visualization of spatial sound distributions [13–15] has been applied to multiple industrial problems [16–18], increasing the interest in exploring the foundations of the direct representation of sound. This paper evaluates several spatial resolution criteria and introduces a novel model to establish the resolution limits of direct sound pressure, acoustic particle velocity and sound intensity mapping.

2. Resolution criteria

Several criteria can be used to describe when two sources should be regarded as resolved. Since resolution is not unambiguously defined, various interpretations have been proposed during the last two centuries, most of them originally introduced in the field of optics [19–21]. The natural analogy between acoustics and optics is explored in this section to derive the most popular resolution criteria using a well-defined technique such as acoustic beamforming. The assumptions described in this section are hence independent of the underlying theory of direct sound mapping. However, the results obtained will be used to understand what can be considered as resolvable by applying an objective quantification of spatial resolution to the output signal.

The derivation that follows considers the limits of a transducer array sensing incoherent sound waves using acoustic beamforming [22,23]. Considering a continuous line array located along the x-axis of size $D$, when a wave front with a wavenumber vector $\mathbf{k} = [k_x, k_y, k_z]$ impinges upon the array it produces an output proportional to the spatial integral over the aperture [7]

$$\Phi(\mathbf{r}, \mathbf{k}) = \frac{\sin (k_x x/2)}{k_x D/2}. \tag{3}$$

where $b(\mathbf{r})$ represents a spatial weighting function and $\Phi(\mathbf{r}, \mathbf{k})$ denotes the quantity being measured along the array at position $\mathbf{r}$. For the simple case of a plane wave travelling towards a uniform linear array of sound pressure sensors located at $\mathbf{r} = [x, 0, 0]$

$$\Phi(\mathbf{r}, \mathbf{k}) = e^{i \mathbf{k} \cdot \mathbf{r}} = e^{ik_x x}. \tag{2}$$

Using a uniform weighting $b(\mathbf{r}) = 1/D$, and combining Eqs. (1) and (2) the array output produces an interference pattern that varies following a sinc function such as

The array pattern can be steered towards a certain direction $\mathbf{k}_0$ by evaluating $W(\mathbf{k} - \mathbf{k}_0)$. As a result, the combination of signals captured within the aperture will yield the highest output when it is steered towards the sound direction of arrival.

The definition of the array output presented in Eq. (3) is assessed below using the main resolution principles commonly used: the Rayleigh and the Full Width at Half Maximum (FWHM) criteria. The main differences between these two methods are then studied using the Valley to Peak ratio (V/P ratio). The derivations that follow are focused on the particular case when two uncorrelated wavefronts travelling in two slightly different directions are sensed by a uniform linear aperture as two different sources.

2.1. Rayleigh limit

One classical definition of resolution is the Rayleigh criterion [24]. It is assumed that a pair of incoherent plane waves can be resolved if the shifted peak of the aperture smoothing function $W(\mathbf{k} - \mathbf{k}_1)$ falls on the first zero when pointing towards the other direction of propagation $W(\mathbf{k} - \mathbf{k}_2)$. Therefore, the Rayleigh resolution is equal to the smallest wavenumber that produces a zero in the array pattern $W(\mathbf{k})$, i.e.

$$\min(k_x) = k \sin (\vartheta_{\text{min}}) = \frac{2\pi}{D}. \tag{4}$$

The following relationship can be established by focusing the array on a source plane located at a distance $d$

$$\sin (\vartheta_{\text{min}}) = \frac{R_R}{\sqrt{R_R^2 + d^2}}, \tag{5}$$

where $R_R$ denotes the minimum resolvable distance between sources according to the Rayleigh criterion. Given that
\( k = 2\pi /\lambda \), the combination of Eqs. (4) and (5) yields
\[
R_R = \frac{d \lambda}{\sqrt{D^2 - \lambda^2}}.
\]
(6)

In the particular case when the aperture size is much larger than the acoustic wavelength \((D \gg \lambda)\), the above expression leads to the classical definition of the Rayleigh resolution limit, i.e.
\[
R_R \approx \frac{d}{D}.
\]
(7)

2.2. Full Width at Half Maximum

In 1927, Houston proposed the use of the Full Width at Half Maximum (FWHM) to quantify resolution [25] based on the response of the aperture to a single source, the so-called Point Spread Function (PSF). This principle is also known as the 3 dB bandwidth criterion. The FWHM limit is widely used both in optics and acoustics because, unlike Rayleigh criterion, it is also suitable for PSFs that do not fall off to zero. Considering the aperture introduced above, the FWHM can be derived from Eq. (3) by imposing the following initial condition:
\[
|W(k)|^2 = \frac{\sin^2(\alpha)}{\alpha^2} = 0.5,
\]
(8)

where \( \alpha = k \sin(\theta_{\text{FWHM}})D/2 \) which can be shown numerically as \( \alpha \approx 1.39 \) for a uniform linear array. Focusing the array on a plane located at a distance \( d \), the FWHM resolution angle \( \theta_{\text{FWHM}} \) and resolution distance \( R_{\text{FWHM}} \) are related as follows:
\[
\sin(\theta_{\text{FWHM}}) = \frac{R_{\text{FWHM}}}{2(k_{\text{FWHM}}^2/(4 + d^2)^{1/2})^{1/2}}
\]
(9)

The combination of Eqs. (8) and (9) defines the resolution distance according to the FWHM criterion
\[
R_{\text{FWHM}} = \frac{4ad}{\sqrt{D^2k^2 - 4\alpha^2}}.
\]
(10)

When the aperture size is much larger than the wavelength \((D \gg \lambda)\) the above expression can be simplified such as
\[
R_{\text{FWHM}} \approx 0.89 \frac{d}{D}.
\]
(11)

2.3. Valley to Peak ratio

The Valley to Peak ratio \((V/P \text{ ratio})\) is a quantity linked to resolution that measures the extent of separation between two peaks [26,27]. It can be computed from the array output as the ratio of the minimum observed between two sources of equal strength to the maximum achieved in front of them. The \( V/P \) ratio was proposed complementary to resolution and can be used to quantify the quality of the different criteria described above.

Fig. 1 shows an example of the array output in the presence of two uncorrelated sound sources when they are separated by the minimum distance suggested by Rayleigh (left) and the FWHM criterion (right). The corresponding \( V/P \) ratio, hereby denoted as \( \beta \), can be computed numerically yielding \( \beta \approx 0.81 \) for the Rayleigh criterion and \( \beta \approx 0.98 \) for the FWHM method.

Fig. 1. Comparison of Rayleigh and FWHM resolution criteria.
Recalling the definition of spatial resolution, i.e. the capability of resolving two sources, the $V/P$ ratio can be seen as a useful link between different resolution criteria. The importance of this parameter will become apparent in the following section since it is used to formulate the initial condition necessary for the derivation of the limits of direct sound mapping methods. As shown, although in both results the sources can be distinguished, the FWHM resolution criterion is less clear. The same conclusion can be inferred from the comparison of Eqs. (7) and (11). In the following derivation the Rayleigh criterion is used as reference due to its robustness.

3. Direct sound mapping resolution limits

The spatial resolution of a sound localization method determines the ability to distinguish two closely spaced noise sources. Due to the analogy with classical optics it is commonly assumed that the spatial resolution of most sound localization methods is limited by the wavelength of radiation [8]. However, in acoustic near-fields, it is possible to overcome the spatial resolution limit via the inclusion of evanescent waves [28,29,5].

A generalized solution for the resolution limit of direct sound mapping can be formulated regardless of the acoustic realization methods is limited by the wavelength of radiation [8]. However, in acoustic near-fields, it is possible to overcome the spatial resolution limit via the inclusion of evanescent waves [28,29,5].

Let us define two sound sources $S_1(y_1)$ and $S_2(y_2)$ located at $y_1 = [-R/2, 0, 0]$ and $y_2 = [R/2, 0, 0]$, where $R$ is the minimum separation distance at which the sources can be resolved. The sound field is then studied through measurements recorded at plane $z = d$. Considering the definition of the $V/P$ ratio presented above, two measurement locations are of particular interest: the local maxima perceived in front of the sources and the minimum formed between them. Consequently, the sound field perceived at $x_1 = [-R/2, 0, d]$ and $x_2 = [0, 0, d]$ is hereby studied. The $V/P$ ratio $\beta$ can be used as the initial condition of the derivation, such as

$$|\Phi(x_1, \omega)|^2 \beta = |\Phi(x_2, \omega)|^2,$$

(12)

where $|\Phi(x, \omega)|^2$ is the spectral power output of a sensor at frequency $\omega$. Suppose the sound field created by a source can be described by the product of an arbitrary function $A(\omega)$ associated with the source excitation input and a spatial propagation function $h(x|y)$ which relates the noise emitted at $y$ to the sound field perceived at $x$. The squared amplitude of $\Phi(x, \omega)$ in the presence of two uncorrelated sound sources can then be described by the following model:

$$|\Phi(x, \omega)|^2 = A_1^2(\omega)h^2(x|y_1) + A_2^2(\omega)h^2(x|y_2) + \sigma_n^2,$$

(13)

where $\sigma_n^2$ represents the variance of the unwanted noise captured by the measuring system.

For the problem addressed, it can be assumed that $h(x_1|y_1) = h(x_2|y_2)$ and that the sound sources have equal excitation power $A_1(\omega) = A_2(\omega) = A$. Combining Eqs. (12) and (13) then yields

$$\left(A_1(\omega)h(x_1|y_1) + \sigma_n^2/A^2\right)\beta = 2A_2(\omega)h(x_2|y_2) + \sigma_n^2/A^2.$$

(14)

When measuring in front of a source, the signal-to-noise ratio can be defined as the signal power received from the sound source compared to the unwanted noise captured by the system, i.e.

$$\text{SNR} = \left(\frac{A_1(\omega)h(x_1|y_1)}{\sigma_n}\right)^2 = \left(\frac{A_2(\omega)h(x_2|y_2)}{\sigma_n}\right)^2.$$

(15)
The combination of Eqs. (14) and (15) then leads to

$$\left(\beta + \frac{\beta - 1}{\text{SNR}}\right) h^2(x_1|y_1) + \beta h^2(x_1|y_2) - 2h^2(x_2|y_1) = 0.$$  

(16)

This expression establishes common ground that is suitable for deriving the direct mapping resolution limits of any arbitrary measured quantity \(\Phi(x, \omega)\). In the following sections Eq. (16) is evaluated in terms of sound pressure, normal particle velocity and sound intensity. For the sake of clarity, the resolution of the different mapping methods is hereby denoted as \(R_p\), \(R_u\) and \(R_i\) to indicate the minimum resolvable distance of the corresponding mapping method, respectively.

3.1. Sound pressure

The sound pressure perceived at a point \(x\) generated by a harmonic monopole source situated at \(y\) is defined as [11]

$$p(x,y,t) = \frac{4\pi \rho Q}{\lambda} e^{j(\omega t - kr)},$$  

(17)

where \(Q\) is the volume velocity of the source, \(\rho\) is the air density, \(\lambda\) is the wavenumber, \(\omega\) is the angular frequency and \(r\) is the distance between the two points \(\|x - y\|\). In order to apply the derivation proposed above, it is first necessary to define the sound pressure auto-power spectrum, i.e.

$$S_{pp}(x,y,\omega) = P(x,y,\omega)P^*(x,y,\omega) = \left(\frac{\rho Q}{4\pi}\right)^2 \left(\frac{1}{r}\right)^2 = A^2(\omega)h^2(x|y),$$  

(18)

where \(P(x,y,\omega)\) is the Fourier transform of \(p(x,y,t)\). For the geometry studied and given Eq. (18), the spatial propagation functions required to solve Eq. (16) become

$$\begin{cases} h^2(x_1|y_1) = 1/d^2 \\ h^2(x_1|y_2) = 1/(d^2 + R_p^2) \\ h^2(x_2|y_1) = 1/(d^2 + R_p^2/4). \end{cases}$$  

(19)

It is now convenient to define a non-dimensional measure of the spatial resolution \(\hat{R}_p = R_p/d\) in order to derive an analytical expression that defines the resolution limit of sound pressure mapping. As a result, combining Eqs. (16) and (19) leads to

$$\left(\beta + \frac{\beta - 1}{\text{SNR}}\right) + \frac{\beta}{1 + \hat{R}_p^2} - \frac{2}{1 + \hat{R}_p^2/4} = 0.$$  

(20)

Eq. (20) can then be solved assuming that \(\text{SNR} \gg |\beta - 1|\) as

$$\hat{R}_p = \sqrt{\frac{\beta^2 - 16\beta + 16 - 3\beta + 4}{\beta}}.$$  

(21)

Using the \(V/P\) ratio observed with the Rayleigh criterion (\(\beta \approx 0.81\)) gives

$$R_p \approx 2.1d.$$  

(22)

It should be noted that the resolution expression obtained above is independent of frequency. The dependency of some techniques upon wavelength is a limitation of methodologies that rely on the interference pattern created between combinations of signals, such as traditional beamforming (see Eq. (7)). However, in the case of direct mapping, the represented result at each position is independent of other measurements since it is expressed in terms of the measured power spectrum at a particular point. Therefore, the wavelength independence is inherent to the measurement methodology. In conclusion, sound pressure mapping can be used to find uncorrelated sound sources that are separated by approximately twice the measurement distance.

3.2. Particle velocity

The normal component of the particle velocity can be calculated by combining Eq. (17) with Euler’s equation of motion, i.e.

$$u_n(x,y,t) = -\frac{1}{j\rho} \frac{\partial p(x,y,t)}{\partial z} = \frac{p(x,y,t)}{\rho c} \left(1 + \frac{1}{j\lambda r}\right) \cos (\theta_{\bar{r}}),$$  

(23)

where \(\cos (\theta_{\bar{r}}) = \bar{z} \cdot \bar{r}\) defining \(\bar{z}\) as a unitary vector perpendicular to the measurement plane \(z=[0,0,1]\) and \(\bar{r} = (x-y)/\|x-y\|\). Similar to the previous derivation, it is convenient to formulate the measured particle velocity in the
frequency domain using the auto-power spectrum

\[ S_{uu}(\mathbf{x}, \omega) = \left( \frac{|Q|}{4\pi} \right)^2 \left( \frac{k^2 r^2 + 1}{r^4} \cos^2(\theta) \right). \] (24)

The first term of Eq. (24) corresponds to the function \( A^2 \) mentioned above in the general derivation. The second term not only contains information about the quadratic decay of power with increasing distance \((1/r)^2\) but also accounts for the directivity pattern of the receiving sensor \(\cos^2(\theta)\) and the evanescent particle velocity field perceived close to the sound source \((k^2 r^2 + 1)/r^4\). Recalling Eq. (16), it is now necessary to define the spatial propagation functions \(h^2(\mathbf{x},\mathbf{y})\) such as

\[
\begin{align*}
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_j) &= (k^2 d^2 + 1)/d^2 \\
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_2) &= k^2 d^2 (d^2 + R^2) - d^2 (d^2 + R^2)^{-3} \\
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_1) &= k^2 d^2 (d^2 + R^2/4) - d^2 (d^2 + R^2/4)^{-3}.
\end{align*}
\] (25)

Introducing a non-dimensional factor \(\gamma = kd\) and using \(\bar{R}_u = R_u/d\), Eq. (16) then yields

\[
\left(\beta + \frac{\beta - 1}{\text{SNR}}\right)(\gamma^2 + 1) + \gamma^2 \left(\frac{\bar{R}^2_u + 1}{\bar{R}^2_u + 1}\right)^3 - 2 \frac{\gamma^2 (\bar{R}^2_u/4 + 1)}{(\bar{R}^2_u + 1)^3} = 0.
\] (26)

Assuming that the signal is far greater than the noise \((\text{SNR} \gg |\beta - 1|)\) leads to

\[
-2 \beta \gamma^2 \left(\frac{\bar{R}^2_u + 1}{\bar{R}^2_u + 1}\right)^3 + \gamma^2 \frac{\bar{R}^2_u + 1}{\bar{R}^2_u + 1}^3 + \gamma^2 + 1 = 0.
\] (27)

As shown in Eq. (27), the resolution of direct particle velocity mapping has frequency dependent behaviour mainly determined by the value of \(\gamma^2\). Although a detailed description of this expression is evaluated in the following sections, it is interesting to derive an approximate solution to understand the boundaries of the technique. Therefore,

\[
\begin{align*}
-2 \left(\bar{R}^2_u + 1\right)^{-2} + \beta \left(1 + \left(\bar{R}^2_u + 1\right)^{-2}\right) &= 0 \quad \gamma^2 > 1 \\
-2 \left(\bar{R}^2_u/4 + 1\right)^{-3} + \beta \left(1 + \left(\bar{R}^2_u + 1\right)^{-3}\right) &= 0 \quad \gamma^2 < 1
\end{align*}
\] (28)

Evaluating the last expressions numerically using \(\beta = 0.81\), the resolution distance can be defined within the interval

\[ 1.1d < R_u < 1.4d. \] (29)

3.3. Sound intensity

Sound intensity describes the acoustic energy flow in a sound field [30]. The time-averaged intensity is defined as the temporal average product of sound pressure and acoustic particle velocity. In the case of a harmonic pulsating monopole in free space, the measured normal component of the sound intensity is

\[
I_n(\mathbf{x}, \omega) = \frac{1}{2} \text{Re}[P(\mathbf{x}, \omega)U^*(\mathbf{x}, \omega)] = \left( \frac{\rho c \kappa^2 |Q|^2}{32\pi^2} \right) \left( \frac{\cos(\theta)}{r^2} \right).
\] (30)

where \((\cdot)^*\) denotes complex conjugate. Following the established convention, the first term of Eq. (30) is analogous to the function \(A^2\) described above. Furthermore, the second term corresponds to \(h^2(\mathbf{x},\mathbf{y})\), which comprises a power decay dependent upon the source–receiver distance \((1/r)^2\), and a directivity factor \(\cos(\theta)\) introduced by the projection of the radial component of intensity on the z-axis. The spatial propagation functions required to derive the resolution limits of sound intensity can then be defined as

\[
\begin{align*}
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_1) &= 1/d^2 \\
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_2) &= d/(d^2 + R^2)^{3/2} \\
\bar{h}^2(\mathbf{x}_i,\mathbf{y}_1) &= 8d/(4d^2 + R^2)^{3/2}.
\end{align*}
\] (31)

Combining previous expressions it is possible to simplify the derivation if a non-dimensional measure of the spatial resolution distance \(\bar{R}_i = R_i/d\) is introduced. The combination of the general expression together with the terms given above yields

\[
\left(\beta + \frac{\beta - 1}{\text{SNR}}\right) + \frac{\beta}{(1 + \bar{R}^2)^{3/2}} - \frac{16}{(4 + \bar{R}^2)^{3/2}} = 0.
\] (32)
Assuming that the signal is far greater than the noise (SNR > |β − 1|) leads to
\[
\frac{1}{(\hat{R}_I^2 + 1)^{3/2}} - \frac{16}{\beta(\hat{R}_I^2 + 4)^{3/2}} + 1 = 0.
\]
Using the peak-to-valley ratio given in the Rayleigh criterion (β ≈ 0.81) yields
\[
R_I \approx 1.6d. \tag{34}
\]

In summary, the spatial resolution limits of direct sound mapping methods are related to the measurement distance and certain parameters that depend upon the quantity being visualized. Sound pressure mapping can be used to identify sources that are separated by more than twice the measurement distance. Sound intensity mapping provides better results since it allows distinguishing between sources that are separated by 1.6 times the measurement distance. It is however acoustic particle velocity mapping the quantity that leads to the best results, achieving a spatial resolution which varies between 1.1 and 1.4 times the measurement distance, depending on the squared wavenumber–distance product hereby denoted as \( \gamma^2 \).

4. Numerical investigation

A numerical investigation has been conducted to study the resolution limits proposed in the previous section. The sound field produced by two closely spaced sound sources was simulated under free field conditions. The geometry of the problem resembles the configuration shown in Fig. 2. Firstly, the levels of sound pressure, particle velocity and sound intensity at the measurement plane are shown on the left hand side of Fig. 3 for a plane located 0.05 m from two uncorrelated harmonic sound sources excited at 250 Hz and separated by 0.1 m. Individual contributions were added using the squared amplitudes in order to fulfill the uncorrelated assumption adopted above. It should be noted that the dB reference varies depending on the quantity being measured (\( p_{\text{ref}} = 20 \mu \text{Pa}, \ u_{\text{ref}} = 50 \text{ nm/s} \) and \( I_{\text{ref}} = 1 \text{ pW/m}^2 \)).

As can be seen in this example, there are large level differences between sound pressure or sound intensity and normal particle velocity in the near-field. This effect is proportional to the factor \( \gamma = kr \), which is mainly caused by the evanescent energy perceived in the near-field of a sound source when measuring particle velocity. Although the evanescent velocity...
field does not propagate far from the source, it can be beneficial for source localization purposes since it greatly enhances the signal level perceived.

The robustness of direct sound mapping is evaluated accounting for multiple SNR levels using Eqs. (20), (26) and (32). As shown on the right hand side of Fig. 3, resolution remains unaffected as long as the SNR is higher than 10 dB. When the noise power is comparable to the source signal, the resolution distance significantly increases. If the noise can be considered mainly of acoustic nature, directivity can act as a spatial filter that enhances the SNR provided that the transducer is oriented in the normal direction, favouring the direct mapping of sound intensity, and acoustic particle velocity over sound pressure. An extended discussion of this matter is given in Appendix A.

The resolution achieved at several distances from the source plane is presented in Fig. 4. As shown, the selection of an appropriate measurement distance is crucial and determines the minimum distance at which two uncorrelated noise sources can be accurately distinguished via direct sound mapping methods. On the other hand, as illustrated on the right hand side of Fig. 4, results achieved with sound pressure or sound intensity are frequency independent, yielding a constant resolution across the spectrum. In contrast, mapping acoustic particle velocity in the acoustic near-field achieves a minimum resolvable distance that is approximately equal to the measurement distance. This near-field resolution enhancement is introduced due to the presence of an evanescence sound field which is controlled by the factor $\gamma^2$, as shown in Eq. (26). However, when the wavelength is shorter than the source separation ($\gamma^2 > 1$), the minimum resolution becomes similar to the spatial resolution achieved with direct sound intensity mapping, both significantly better than sound pressure mapping.

5. Experimental results

An experimental study was conducted to verify the proposed spatial resolution limits. According to the Rayleigh criterion, it is accepted that two peaks can be resolved if their $V/P$ ratio is about 0.81 or lower. In order to validate the derivations proposed in the previous section and illustrate this phenomenon, the sound field produced by two sound sources in free field conditions was studied. The separation between sources was varied whilst the measurement plane remained fixed, aiming to reproduce the expected $V/P$ ratio values used to derive the resolution limits.

The sound sources were excited with uncorrelated filtered white noise, with a centre frequency of 350 Hz, and a bandwidth of 20 Hz. The sources were initially driven individually in order to calibrate the system and ensure that both monopoles had approximately equal power. Measurements of sound pressure, acoustic particle velocity and sound intensity were undertaken with two $p-u$ sound intensity probes located at a plane 0.1 m away from the two monopole loudspeakers. A picture of the setup can be seen on the left hand side of Fig. 5.

Test results are presented in Fig. 5 along with numerical simulations. As shown, the $V/P$ ratio calculated from measured data is very similar to the expected theoretical behaviour. Furthermore, all curves reach the value imposed by the Rayleigh criterion (0.81) at the predicted points. The small discrepancy between numerical and experimental data is probably due to positioning errors during the test. This provides evidence that the conditions proposed to derive the spatial resolution limits of direct sound mapping methods can be achieved in practice. As a result, it is proven that the analytical solutions proposed can be used to predict a spatial resolution limit linked to the traditional Rayleigh criterion through the $V/P$ ratio.

6. Conclusions

The ability to distinguish between closely spaced acoustic sources via direct sound mapping techniques has been studied. Novel expressions describing the limits of sound pressure, normal particle velocity and sound intensity mapping have been derived, clarifying the relationship between spatial resolution, noise level and geometry. The $V/P$ ratio has been used to
quantify the quality of the most common spatial resolution criteria to establish an understanding of when two sources can be regarded as resolved.

The proposed expressions show that the resolution limits of direct sound mapping methods are linked to the source distance by factors that vary depending upon the measured quantity. Sensor directivity along with the amount of energy perceived near a sound source are the main aspects that determine the spatial resolution properties. Results obtained using particle velocity achieve the finest spatial resolution, which is furthermore enhanced in the acoustic near-field of the source. The minimum resolvable distance using this quantity varies between 1.1 and 1.4 times the measurement distance. On the other hand, the direct representation of sound intensity allows for distinguishing between sources that are separated by 1.6 times the distance to the source. In contrast, sound pressure can be used to identify sources if they are separated by approximately twice the measurement distance.

The sound field produced by two closely spaced uncorrelated monopole sound sources was studied under free field conditions via simulations and experiments. It has been shown that the predicted V/P ratio can be reproduced in practice with remarkable accuracy, supporting the validity of the foundations hereby introduced. Moreover, the direct representation of sound has been proven robust against noise. It has been shown through a numerical investigation that the performance of all mapping methods remains unaffected whilst the signal-to-noise ratio is higher than 10 dB. Below this threshold, resolution is biased, although it is still possible to differentiate between sources as long as the noise level is lower than the signal level perceived. Hence, numerical and experimental data have provided evidence that corroborate the proposed spatial resolution limits of direct sound mapping for the localization of noise sources.
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Appendix A. Influence of sensor directivity on SNR

The directional properties of a sensor can be linked to the SNR of a measurement as defined above. Directivity can be a useful feature for sound source localization if the sensor is aimed appropriately. The transducer can be steered towards an area of interest to maximize the sound perceived from that direction. For industrial applications, the long reverberation time and the presence of multiple disturbance sources cause the background noise to be distributed fairly homogeneously. As a result, there is an equal probability of sound waves arriving from any direction, a condition that precisely defines “diffuse” sound fields.

Free-field and pressure microphones have a sensitivity response which is ideally independent of the direction of arrival of the incident sound, i.e. they have an omni-directional directivity pattern. On the other hand, particle velocity transducers are equally sensitive to sound arriving from the front or back, but are insensitive to sound arriving from the sides, following a figure-of-eight directivity pattern.

Assuming that there are uncorrelated plane waves of equal power $\sigma^2_{\text{PW}}$ arriving at the sensor from all directions, the temporally averaged variance of the signal output $\sigma^2 \{ s(t) \}$ can be calculated by integrating the individual contributions from all directions weighted by the directivity pattern $D(\theta, \phi)$, i.e.

$$
\sigma^2 \{ s(t) \} = \int_0^\pi \int_0^{2\pi} \sigma^2_{\text{PW}} D^2(\theta, \phi) \sin(\phi) \, d\theta \, d\phi.
$$

(35)

where $\theta$ and $\phi$ denote azimuth and elevation angles, respectively. For an omni-directional microphone with unitary gain, Eq. (35) simplifies to

$$
\sigma^2 \{ p(t) \} = \int_0^\pi \int_0^{2\pi} \sigma^2_{\text{PW}} \sin(\phi) \, d\theta \, d\phi = 4\pi \sigma^2_{\text{PW}}.
$$

(36)

On the other hand, the figure-of-eight directivity pattern of a particle velocity transducer can be modelled using the function $\cos(\theta) \sin(\phi)/\rho c$. Substituting this term into Eq. (35) leads to

$$
\sigma^2 \{ u_\theta(t) \} = \int_0^\pi \int_0^{2\pi} \frac{\sigma^2_{\text{PW}}}{(\rho c)^2} \cos^2(\theta) \sin^3(\phi) \, d\theta \, d\phi = \frac{4\pi \sigma^2_{\text{PW}}}{3(\rho c)^2}.
$$

(37)

The ratio between the above equations and the omni-directional result defines the effect caused by the directivity in the variance of the output signal, which corresponds to the Directivity Index (DI) when expressed in terms of level difference.
Thus

$$Dl_{bn} = 10 \log \left( \frac{\sigma^2 \left( \frac{P^2(i)}{P^2_{ref}} \right)}{\sigma^2 \left( \frac{U^2(i)}{U^2_{ref}} \right)} \right) \approx 10 \log(3) \approx 4.8. \quad (38)$$

The result presented in Eq. (38) is in agreement with an alternative derivation introduced in [31]. It shows that, in a diffuse sound field, where uncorrelated wave-fronts arrive homogeneously from all directions, omnidirectional microphones capture more energy than one dimensional particle velocity transducers. Consequently, directivity acts as a spatial filter which reduces the background noise. In terms of sound level, it results in an approximately 4.8 dB reduction in the noise perceived when using particle velocity mapping with respect to sound pressure mapping.

In addition, sound intensity is computed as the time averaged product of sound pressure and particle velocity. As a result, the variance associated with a uni-dimensional component of sound intensity is defined as

$$\sigma^2 \left( I_{bn}(i) \right) = \sigma^2 \left( \frac{P(i)U(i)}{P_{ref}U_{ref}} \right) = \int_0^\pi \int_0^{2\pi} \sigma^2_{PW} \cos(\theta) \sin^2(\phi) \, d\theta \, d\phi = 0. \quad (39)$$

Sound intensity mapping is nevertheless the most robust mapping quantity under perfectly diffuse conditions, since it is theoretically unbiased in the case of isotropic acoustic noise.

References